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Visual Tracking Via Sparse Representation With
Reliable Structure Constraint

Jie Guo, Tingfa Xu, Ziyi Shen, and Guokai Shi

Abstract—In this letter, we present a novel visual tracking
algorithm based on sparse representation. In contrast to just use
the target templates and the trivial templates to sparsely represent
the target, we propose to further constrain the model with a set of
discriminative weight maps. These weight maps contain the reliable
structures of the target object. They help the model penalize the
trivial template coefficients depending on the reliable structures
of the target object. Then, the target object can be well repre-
sented by a sparse set of target templates together with a sparse
set of target weight maps. We propose a unified objective function
to integrate these two sparse representation problems together.
This optimization problem can be well solved by the proposed it-
eration manner and a customized accelerated proximal gradient
method. Furthermore, a novel weight map constructing method
is proposed based on consistent motion property and forward—
backward errors. Plenty of qualitative and quantitative evalua-
tions demonstrate that our method performs favorably against the
state-of-the-art methods in a wide range of tracking scenarios.

Index Terms—Reliable structures, sparse representation, visual
tracking, weight maps.

I. INTRODUCTION

NLINE visual tracking remains a very difficult problem

because of the complicated tracking scenarios (e.g., ro-
tations, scale changes, occlusions, deformations, background
clutters).

To solve this tough problem, recently, many remarkable
sparse representation based trackers have been proposed [1].
Mei and Ling [2] propose a novel [; tracker, which uses a set
of target image patches as target templates and a set of identity
pixel basis as trivial templates. By the sparsity constraints, the
target patch can be sparsely represented by all these templates.
However, the identity pixel basis can be activated to represent
any image patches, resulting in failures in discriminating the
target from background. To solve this problem, Bao et al. [3]
propose to use an L2 norm regularization term on the coefficients
of the trivial templates when there is no occlusion. Furthermore,
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Zhang et al. [4] propose a multitask tracking algorithm, which
explores the joint-sparsity property of all candidates. All these
trackers have improved the original [; tracker from different
aspects. They treat all pixels equally in the model. This loses
the spatial information of the target and ignores the differences
among different pixels. The trivial templates are activated to
represent the noises of target patch, which means we should
use a weight map to penalize more on pixels which belong
to target object and penalize less on pixels which belong to
background and occluded parts. Zhang et al. [5] use a weight
matrix in their model to balance the importance among differ-
ent pixels within a weighted least squares framework. Other
methods [6]-[13] use different kinds of image patches or the
learned variation dictionary to replace the identity pixel ba-
sis. These methods, on the other side, cannot make full use of
each pixel.

This letter presents an efficient tracking approach based on
sparse representation. The main contributions of this work are as
follows. First, we propose to use a set of weight maps to further
regularize the coefficients of the trivial templates. The weight
maps preserve the reliable structures of the target object and the
background. This makes the model more robust and discrimi-
native by the constraint of the reliable structures. Second, we
propose a unified objective function to integrate the problems
of solving the coefficients of target templates and weight maps
together. This optimization problem can be well solved by the
proposed iteration manner and a customized accelerated proxi-
mal gradient (APG) method. Third, we propose a novel method
based on the pyramidal Lucas—Kanade tracker [14] to construct
the weight maps.

II. OBJECT TRACKING BASED ON SPARSE REPRESENTATION
WITH RELIABLE STRUCTURE CONSTRAINT

A. Sparse Representation With Reliable Structure Constraint

Motivated by [2], [3], and [15], we assume that the target
observation y can be sparsely represented by the target tem-
plate set T = [t1,ts,. .., t,,] € RY ™ and the trivial template
set I € RV*N  where N is the dimension of the observation
vector, m is the number of target templates and I is an iden-
tity matrix. Unlike all the other sparse representation based
methods, our method exploits the reliable structures of ob-
ject target. Then, we construct a set of weight map templates
W = [Wi,...,W,, W, 1,...Wa,] € R¥*®" based on these
structures, where n (in this letter we set it to be 40) is the num-
ber of target weight maps. The first half of W is target weight
maps, the second half is the inverse patterns of the target weight
maps as illustrated in Fig. 1. Details about the constructing of
weight maps are described in Section II-B. The model can sepa-
rately control the regularization amount of different pixels with
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Fig. 1. Good target candidate can be well approximated by a sparse set of
target templates together with a sparse set of target weight maps, whereas the
bad target candidate cannot be well represented anyway.

a weight map. Then, we get the following objective function:
argmin ||y — Bal3 + Allar|i + A|w @ ar|1, st ar >0
a
(1)

where B = [T, 1], a= [ar;a7], and w € W is a vectorized
weight map, A controls the amount of regularization. Operator
® denotes element-wise multiplication. Let a; = w ® ay, then
(1) can be expressed as

a 2
argmin Hy ~ Tay — IQH2 tallal, st ar>0 (2
a W

where a = [az; &7 and — denotes element-wise division in this
equation.

In (1) and (2), the weight map w is supposed to accurately
reflect the reliable structure of the target in current frame, but it
is difficult to obtain such a weight map. However, the reliable
structures of target object have the same property with the target
itself, i.e., the reliable structure of current target can be sparsely
represented by the reliable structure templates (i.e., the weight
map templates). Thus, we remain a set of weight map templates
‘W. Then, we present a joint sparse objective function

J{a,m} = ||y — Tar — D (W,b)a[[ + illaf: + ullbl:

st.ap >0andb >0 3)
where a = [az;a;],b = [by,...,by,|T € R*" is the sparse co-
efficients of the weight maps, parameter x controls the amount
of regularization of b, and D(x) represents the diagonal ma-
trix of which the diagonal elements are formed by x. Ma-
wix W, = [w),...,w;"] = [g-,..., 5], where 1 € R" isa
column vector whose entries are all ones and — denotes element-
wise division in this equation. The estimated coefficients a and
b can be achieved by minimizing the objective function (3) with
non-negativity constraints:

{é,f)} = argminJ {a,b} st. ar >0andb>0. (4)
a,b

In this optimization problem, coefficients a and b are all
unknown, making the solution of this problem intractable. In
this work, we present an iteration method to search the minima
of the optimization problem (4). The initiation of coefficient a
is obtained by solving (1) with all the elements of w set to be 1.

Algorithm 1: Fast numerical algorithm for solving problem

(6).

1: Setap =a_; =0¢€ R andsetpy = p_; = 1.

2: For k=0, 1, ..., until converge or a maximal number
of iterations have been met

30 Brir = ap + 2 (@) — ay1)

4: ges1lr = Brsilr — (PTPBr1 —y))|r /L — Alr/L

5 geplr = Bryalr — PT (PG —y)Ir/L

6: aji1|r = max(0, gyi1|7)

7 ars1lr = S0 (grralr)

8: pry1 =14 /1+4p7)/2

9: End

10: Obtainaviad = ajyq.

Then coefficients a and b can be achieved by iteratively solving
subproblems (a) and (b):
a) Fix a, solve b: if a is given, problem (4) turns into a
standard [, -regularization problem, i.e.,

arggnin ly = Tag — (W, @ C (a)) b5 + ulbl

st. b>0 5)

where C(as) = [ar,...,a;] € RM*Y. This problem can be
solved by the least absolute shrinkage and selection operator
(LASSO) method [16].
b) Fix b, solve a: if b is given, the problem (4) turns into
the following optimization problem:

argmin ||y — [T, D (W, b)]al + Alja];, st. ar >0.

(6)

LetP = [T,D(W,Db)], 17 € R™ represents the column vec-

tor whose entries are all ones. Let 1(a) denote the indicator
function defined by

a>0

v@={ ] | @

+00  otherwise

Then, (6) can be optimized alternately as

argmin[ly — Pal} +A17ar +Alas|s + v (ar),  (8)

where the corner mark T represents transpose. We use the APG
approach [3] to solve this minimization problem with

F(a) = |ly — Pal; +Al7ar
G (a) = Aarlh + ¢ (ar) ©

where F'(a) is a differentiable convex function and G(a) is a
nonsmooth convex function. In the APG algorithm, we need to
solve an optimization problem:

. L
apy1 = al“gmmgﬂa = Br+1+ VF (Brs1) /LI + G (a)

(10)
where L (in this letter, L = 20) is the Lipschitz constant,
k denotes the current iteration time, and (3, is defined in
Algorithm 1. We define g5 1 = B;x+1 — VF(Bk+1)/L and the
soft-thresholding operator: S (z) = sign(z)max(|z| — 2, 0).



148

Then, the algorithm for solving the minimization problem (6) is
given in Algorithm 1.

The optimization problem in (3) can be iteratively solved by
the above-mentioned two steps. The iteration operations are ter-
minated when any of the following two conditions have been
met: 1) the difference of objective values between two consec-
utive steps is smaller than a threshold (e.g., ||J7 — J*71|s <&,
in this letter, ¢ is chosen as 0.01); 2) a maximal number €2 (in
this work, 2 = 5) of iterations has been met.

B. Constructing Weight Maps

In this work, we indicate that the weight maps should include
two properties: 1) consistent motion property; and 2) forward—
backward consistent tracking property. These two properties
are discussed based on the pyramidal Lucas—Kanade tracker
[14]. We track every pixels (if the target size is too large, we
resize it to the maximal size of 40 x 40) of the target object
using the method in [14]. Thus, we get a displacement set and
we transform the displacements into the Euclidean distances,
forming a distance set D.

Consistent motion property: The displacements of pixels
which belong to the target are quite close to each other while
the displacements of other pixels are random and disordered.
Based on these observations, we use hierarchical agglomerative
clustering [17] on D. Thus, D is partitioned into subset clusters
D', ..., D?, where s is the number of subsets. The number of
elements in a subset can represent the reliabilities of the pixels
in this subset.

Forward—backward  consistent tracking property: The
forward-backward error proposed in [18] can effectively iden-
tify the tracking reliability of each pixel. We apply it and get a
forward-backward distance error set £ = {e!, ..., e}, where
d is the number of pixels. The reliability value of the ith pixel
is then calculated as

1 1
"1t oxp (N (D70) Jor) exp @ on) P (

(xi _ x(:)
20 32 ’
(11
where N (X)) represents the number of elements in set X, o(4)
indicates which subset cluster the ith pixel belongs to. Variable
2’ is the position of the ith pixel and z¢ is target center. Pa-
rameters o and o5 (in this work, oy = N/3, 09 = 15) balance
the contribution of the two measurements. The last term is a
Gaussian function which indicates that pixels close to the tar-
get center are more reliable than those near the edges of target.
Parameter o3 is proportional to the size of target object.

By (11), we obtain the reliability values of each pixel. Then,
we choose the half-pixels which have the biggest half-reliability
values as the reliable pixels. Then, the weights of these pixels
are set to be a larger value k; (in this work, k; = 200) and the
weights of other pixels are set to be a smaller value ks (in this
work, ko = 1). Finally, we resize the weight map to the feature
size, obtaining the weight map w. Note that the constructed
weight map preserves the reliable structure of the target. To
make the model more discriminative, we use the inverse pattern
of w as the background candidate weight map. This is especially
useful for our model. The target candidate can be most possibly
well-represented by the target templates together with the target
weight maps and can be least possibly well-represented by the
inverse patterns of them, whereas the two kinds of weight maps
make no difference to background candidates.

Ti
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Algorithm 2: The proposed tracker.

Input: The state set X; = {x}}},, the candidate set

Y, = {yi}M,, the template set T and weight map set W.

The initiation of a.

1: For:=1,...,N

2: Forj =1,2,..., until converge or a maximal number
Q (in this work, 2 = 5) of iterations have been met

3:  Fix aj, obtain b’ by solving (5) using the LASSO

method;
4:  Fix b} , obtain a’, | by solving (6) using Algorithm 1
5: End; R
6: Obtaining the estimated parameters b’ and &’;
7:  Computing the observation likelihood of each
candidate p' = P(y}|x}) in (12);
8: End
Output:

9: Finding the x; in (13);

10: Detecting the occlusion and updating the template
set T;

11: Updating the weight map set W.

C. Tracking With the Proposed Algorithm

Our tracking method is based on the Bayesian filtering frame-
work. Similar to [19], we use the affine motion model with six
parameters to describe the object’s state x; = [l;, 1,0, s,7, 9],
where 1,,l,,0,s,7,¢ denote x,y translations, rotation an-
gle, scale, aspect ratio, and skew, respectively. The six affine
parameters are modeled by six scalar Gaussian distributions
independently. Then, we generate a candidate state set X; =
{x},x?,...,xM}. For each particle x}, we crop out the related
image region as its feature y;. Then, we get a candidate set
Yt:[Y%vyt27«~~»Yi‘f]GRNXM- .

The observation likelihood of state x; is given as

n

- 1
P(yi|x) = 2P 01y (b = bjin)
j=1

x exp (—02|ly; — Tear|3) (12)

where ¢ is a normal factor and ; and &5 (in this work, d; =
1.5, 6o = 0.1) balance the contributions between the two terms.
Coefficient a}. is the result of the optimization problem (3).
Then, the optimal state x; of frame ¢ is obtained by

. i |yl
x; = argmax P (yt ‘Xt) .
x; €Xy

13)

The detailed description of the proposed tracker is given in
Algorithm 2. We update the target templates using the strategy
proposed in [20] and use the newly obtained weight map to
replace the oldest one in the weight map template set.

III. EXPERIMENTS

The proposed method in this letter is implemented in MAT-
LAB 2014a. We perform the experiments on a PC with Intel
i7-4790 CPU (3.6 GHz) and 16 GB RAM memory and the
tracker runs at 1.9 fps. We test the performance of the pro-
posed tracker with 16 representative sequences and compare it
with the top 12 state-of-the-art trackers, including SCM [21],
ASLA [7], APGL1 [3], MTT [4], LSK [22], Struck [23], TLD
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Fig. 2. Tracking results of the proposed method and the 12 state-of-the-art
tracking algorithms on some representative frames of 16 sequences (crossing,
deer, fish, jumping, singerl, carDark, freemanl, boy, trellis, woman, freeman3,
sylvester, doll, liquor, david2, and car4, from left to right and top to bottom).

[24], VTD [25], CSK [26], OAB [27], IVT [19], and MIL [28].
We resize each observed sample to 24 x 24 pixels. The regular-
ization factors A and y are set to be 0.02 and 1.2, respectively.
The candidate number M in each frame is 600. Target template
number m is adopted as 10.

Qualitative evaluation: The 16 sequences pose many
challenging problems, including illumination variation [see
Fig. 2(e), (), (c), (i), (1), and (p)], scale variation [see Fig. 2(k),
(g), and (m)], occlusion [see Fig. 2(e), (j), and (n)], deformation
[see Fig. 2(a) and (j)], motion blur [see Fig. 2(b), (d), (h), and
(n)], fast motion [see Fig. 2(b), (d), (h), and (j)], out-of-view
[see Fig. 2(n)], background clutters [see Fig. 2(a), (b), (f), (1),
and (n)], rotation [see Fig. 2(g), (h), (k), (1), (m), and (0)], and
low resolution [see Fig. 2(k)].

Compared with the other five state-of-the-art sparse repre-
sentation based trackers (e.g., SCM, ASLA, APGLI1, MTT,
and LSK), our tracker obviously performs better on sequences
with occlusion and deformation, because it explores the reli-
able structure of target object while other trackers lose this
information. The occluded pixels of target object can be rep-
resented by the trivial templates with less penalization. The
reliable pixels of target object can be well-represented by the
target templates themselves and thus they do not need to activate
the corresponding trivial templates. If the trivial templates are
activated to represent these reliable pixels (when the candidate
is bad), they will be penalized more heavily. Fig. 2 shows the
proposed tracker outperforms the 12 state-of-the-art methods in
a wide range of challenging scenarios.

Quantitative evaluation: The proposed tracker and the 12
state-of-the-art trackers are evaluated by four criteria. VOR rep-
resents the well-known overlap rate. The CLE denotes the center
location error in pixel. We also use the precision and success
rate defined in [29] for evaluating.

Fig. 3 shows the precision and success plots illustrating
the average distance precision and overlap precision over all
the 16 sequences. In precision plots, the proposed method

Precision plots
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Fig. 3. Precision and success plots. The legend of the precision plot reports
the average distance precision score at 20 pixels for each method and the legend
of the success plot reports the success rate score with the threshold of 0.5.

TABLE 1
RESULTS OF PRECISION (THRESHOLD = 20), SUCCESS RATE (THRESHOLD =
0.5), AVERAGE CENTER LOCATION ERROR (IN PIXEL), AND AVERAGE VOR OF
OUR METHOD AND THE ELEVEN STATE-OF-THE-ART TRACKERS

Precision (20) SR(0.5) Average CLE Average VOR
Ours 0.9059 0.8877 19.64 0.7338
Struck 0.8594 0.6804 19.22 0.5846
SCM 0.8164 0.8022 22.47 0.6594
TLD 0.8232 0.6774 23.13 0.5578
ASLA 0.7409 0.7209 43.53 0.6262
VTD 0.7428 0.6395 26.96 0.5284
OAB 0.6589 0.5298 35.59 0.4545
LSK 0.5920 0.5649 56.43 0.4774
APGLI1 0.6058 0.3466 56.38 0.3802
CSK 0.5663 0.3949 60.03 0.3973
MTT 0.5244 0.4338 132.1 0.3921
IVT 0.6306 0.4563 54.09 0.4231
MIL 0.5508 0.3525 46.93 0.3771

outperforms the well-known excellent trackers (Struck and
SCM). This means that our tracker is more robust than the
12 state-of-the-art trackers in terms of the 16 challenging se-
quences. In success plots, the proposed method also performs
the best. This means our tracker can handle scale variations and
rotation well.

Table I demonstrates the statistical results of the trackers.
Our tracker gains the average CLE of 19.64 pixels, which is
the second smallest among all the compared trackers and very
close to the best one. The success rate of our tracker is 0.8877,
which exceeds the second best one by 0.0855 with the threshold
of 0.5. The precision with the threshold of 20 and the average
VOR of our tracker are 0.9059 and 0.7338, respectively. They
are also the best ones among all the trackers and significantly
outperform the others.

IV. CONCLUSION

This letter presents a novel sparse representation based track-
ing algorithm. In contrast to just use the target templates to
sparsely represent the target, we propose to further constrain
the model with a set of discriminative weight maps. The weight
maps contain the reliable structures of the target object so that the
occluded pixels of target object can be represented by the triv-
ial templates with less penalization and if the reliable pixels are
represented by the trivial templates, there will be more penaliza-
tion. This strategy integrates the reliable structure information
to traditional sparse representation, making the algorithm more
robust. Qualitative and quantitative experimental results show
that our approach outperforms many state-of-the-art methods.
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